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Abstract-CFD models are increasingly used for the design and optimisation of boiler combustion chambers. Num- 
erous commercial codes are available, and the user is confronted with making a proper choice for a particular appli- 
cation. In this paper, the accuracy and effectiveness of the popular code FLUENT TM is investigated in terms of the dif- 
ferent turbulence models and numerical schemes that are bundled in the software. The tests are perfonned for dif- 
ferent simple experiments, involving classical hydi-odynozmc conditions with no combustion. The conclusion of these 
tests involves also the additional criterion of the computational time required for achieving a reasonable accuracy. 
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INTRODUCTION 

In order to use CFD codes under turbulent conditions, it is nec- 
essary to choose between the different proposed physical models 
[Leschziner and Rodi, 1981; Hogg and Leschziner, 1 989-r b; Lien 
and Leschziner, 1994a, b; Elena and Schiestel, 1996; Bradshaw et 
aL 1996; Menten 1996; Wilcox, 1994] szKt numerical algorittmls 
[Lesctmner and Rodi, 1981 ; Lien and Leschziner, 1994b; McKenty 
et al., 1999]. It is in general difficult to have a priori l~owledge of 
the representativeness of these models, and the associated compu- 
tational times are difficult to predict, t h ~  making a choice a delicate 
ma_lter. 

For a given problem, the choice of the physical model, espe- 
cially the turbulence model, requires lmowledge of the physical pa- 
rametelS involve& and also indications about the required accuracy 
on some relevant quantities laverage value at the outlet or at some 
location within the studied domain, instant values . . . .  I. Once these 
choices are made, the feasibility and acctwacy of the computations 
depend upon the choice of the nurnerical algorithm. In this paper, 
we present a study of the impact of tile coupling between the dif- 
ferent alrbulence models and numerical algorithms that are avail- 
able in the commercial CFD code Fluent TM. 

In order to evaluate the ffffluence of fflese choices, three experi- 
mental situations that are commonly encountered in industrial boil- 
ers have been chosen as test cases. For these three cases, isothennal 
conditions, constant density, and no chemical reactions were as- 
sumed to ensure that turbulence was essentially controlled by the 
Reynolds number. These three cases are described below: 

- A free, axisymetrical je t  For this particular configuration, ex- 
perimental data were available [Modaress et al., 1982], as well as 
some numerical modelling [Wilcox, 1994; Berat, 1987]. 
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- An axisymetrical jet confined in a @indrical chamber and an 
mmular jek for wtfich expeiimental data were also available [Habib 
and Whitelaw, 1983], as well as numerical results [Berat, 1987]. 

- The flow induced in a cylinder by a swirling device (swirler), 
for which experimental data were published by So and Mongia 
[1984], and nurnerical results were obtained by Hogg and Les- 
ctxziner [1989b], and Ohtsuka [1995]. 

We will only consider here averaged rid&, which are available 
in all the contributions cited above. 

DESCRIPTION OF THE SIMULATION 
AND THE MODELS 

Fluent TM offers the 1x~sibility to use the following turbulence mod- 
els: a k-s model  as proposed by Latalder and Spakting [1972], an 
RNG k-s model [Yakhot and Orszag, 1986], and the RSM model 
proposed by Latuder et al. [1975]. At the same time, the user has 
to choose between three different numerical schemes, with differ- 
ent types of ~erpolatior~ Power Law interpolation, Second Higher 
Order Scheme, and Quick Calculations were peffcmled on a PC 
equipped with a 166 MHz Pentium processon 
1. The FLUENT Code 

The code is populal; aKl we will only list here its plmcipal fea- 
tures. This code uses a finite volurne element technique [Patankar, 
1980] to discretise the partial differe~ltial equations associated wittl 
the mass, momenttnn, and energy balance equations. The code al- 
lows simulating classical fluid mechanics and heating transfer prob- 
lems, including chemical reactions. Interestingly, the code offers 
two major options. First. several turbulence models are prcgmrmned, 
and, secondly, the user may chose among various numerical schemes. 
The quality of the numerical prediction will essentially depend on 
the choice of these two essential features. Of course, additional 
choices must be made that may impact tile quality of the simula- 
tions, for instmlce, the mesh size, tile pressure/velocity algorittml, 
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or the grid orientation. 
2. Interpolation Schemes 

Fluent uses a Non-Staggered Control Volume Storage Scheme, 
which means that all discrete quantities are associated with the cen- 
b-al node of the control voMne. In the control volume approach, 
fluxes have to be determined at the volume boundaries using the 
node values. Fluent TM offers three different interpolation schemes 
[Fluent User's Guide, 1996]: 

- Power law mtexpolation, 
- Second Order-Upwind Interpolation. 
-Quick Interpolation. 

These schemes are not necessarily the best schemes available. 
lzMeed, schemes that are more efficimt have been proposed in the 
literature. However, they are not often implemented in commercial 
simulators. Since the purpose of our paper is restricted to the use of 
a particular code, namely FLUENT, we will use tile three available 
numerical schemes to solve the Navier-Stokes equations. The reader 
can fred further infonnalion about these schemes in appen&x A. 
3. Turbulence Models 

In this paragraph, which is certainly not a treatise on turbulence, 
we remind tile reader of the classical turbulence models in order to 
clarify what parameters must be innwduced by the engineer. While 
turbulent flows have a very complex structure, involving 3D, un- 
steady vortices at different length-scales, it is often sufficient fox 
engineering purposes to imow the average pressure and velocity 
fields. Following Reynolds" ideas, one mites the instantaneous veloc- 
ity a s :  

u~ =g+u~ (1) 

where ~ denotes the average velocity and u', the fluctuatiorr 
With t t~ nomenclature, tile Reynolds stress tensor in tile aver- 

agedNavier Stokes equations is written as 

�9 ,, = -  pu',uj' (2) 

This tensor is evaluated in the FLUENT code in three different 
mannms, which are briefly outlined below. 

Like for the numerical schemes, these choices do not elNrely 
cover all turbulmce models available m tile literature. More up to date 
approaches are not usually implemented in commercial simulators. 
3-1. First Order Models: k-s and RiNG k-e Models 
These two models use the classical concept of turbulent viscosity 
put forward by Boussinesq [1877]. The Reynolds stress tensor is 
evaluated by a classical linear expression involving the rote of strain 
tensor in which the sum of molecular and turbulent viscosity re- 
places the molecular viscosity. 

The problem is of course the evaluation of the turbulent viscos- 
ity. It is determined through a correlation involving the turbulence 
idnetic energy, k, and its rote of dissipation, e, which are defined by 

1' r r' k=~u;u4 (3) 

s = -  ~ (4) 
2[Ox, O~ / 

The closure of the equations associated with these quantities is 

not discussed here. It requires three empirical constants, which are 
discussed in the literature [Launder and Spalding, 1972; Fluent User's 
Guide, 1996; Rodi, 1984]. An additional empirical comtant, C,, 
links the turbulent viscosity, ~t~, to the velocity scale k ~/2, and to the 
length scale l~/2/e. This con-elation is written as 

~t, =pCv~ (5) 

The basic idea of RNG method as applied to turbulence model- 
ling is the elinfimtion of small scale eddies through modifications 
in effective viscosity, force and linear coupling [Yakhot and Orszag, 
1986]. Within this fi-amework, new equations are obtained for the 
turbulence kinetic energy, k, and its rote of dissipation, e, and a new 
correlation is proposed for the turbulent viscosity, namely 

11 
The constant C~ is evaluated theoretically and depends on the 

flow rotation rote, and constams that appear in the nansport equa- 
tions fox- k and e were obtained theoretically [Yakhot and C~szag, 
1986; Fluent User's Guide, 1996]. 
3-2. Second Order Model: RSM 

Cox~-ary to the first order models, which are based on a model 
for the Reynolds stress tensor, the RSM Model IReynolds Stress 
Model) evaluates the stress tensor components at every point by 
solving the assodateclb-ansport equations. These equafons cox~ain 
higher order terms pu'ulu' ~ as well as pressure/velocity coupling 
texms that must be determined. 

The final model requires nine constants that must be evaluated 
empirically [Launder et al., 1975; Launder, 1989]. 
4. Boundary Conditions 

In order to carry out the computational ettbrk specific numerical 
trealment is required at each area bounding the computational do- 
main. 
4-1. Inlet Areas 

The boundary conditions in the different simulations were based 
on experimental data i.e., velocity profiles, idnetic energy and dis- 
sipatiort These values were assigned to the nodes of the control vol- 
umes closer to the physical boundary. 
4-2. Outlet Areas 

At the outlet, we assume that we txave a fully developed flow, 
which is translated numeric@ by imposing zero normal gradients. 
4-3. Walls 

The presence of walls requires a specific treamlent [Wilcox, 1994; 
Launder, 1989; Launder and Spalding, 1974]. The three-zone smac- 
ture of the turbulent boundary layer is described through two al- 
ternate models [Wilcox, 1994; Patankar, 1 980; Launder and Spald- 
ing, 1974]. 

An accurate method would require the calculation of tile turbu- 
lent and average quantities within the boundary layer itselfi This 
would impose the choice of very fine grids close to the walls, thus 
leading to heavy calculations. The altemate route is to use a wall 
turbulence model, which links empirically the stress tensor to the 
velocity close to the wall. The approach that has been adopted in 
this paper consists in putting the lust node in the logaritlYnic zone 
of the boundary layer, and then using wall fimctions. See appendix 
B for more details about these functions. 
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C O M P A R I S O N  B E T W E E N  S I M U L A T I O N S  A N D  
E X P E R I M E N T S :  M E T H O D O L O G Y  

�9 coiffined co-axial jets, 
�9 swirling annular jet  

Test cases are presented in tile next section in order to evaluate 
the influence of the turbulence models and the numerical schemes. 
In tilis section we discuss the methodology for doing such compar- 
isons. CFD codes give a great deal of information, in particular, 
local velocity and pressure fields are available�9 Therefore, the fn-st 
idea would be to define comparison criteria on tile basis of these 
fields. Mathematical norms, for instance, could be introduced for 
tiffs purpose, and one possible choice is discussed below�9 
1. Def in i t ion  of  Average Error  

In the definition of tile comparison ciiteliOn, we took into account 

the following two difficulties: (I) velocity profiles are the most com- 
mon dam available, (ii) the number of experimental points, N, is 
limited. We adopted the following averaged error 

as an indication of the quality of the simulations, where ~) repre- 
sents in general some velocity data�9 

Howevel; the application of such clitel-ia requires that enough 
data are available, which is not ot~en the case for the engineer. On 
the contrary, pressta-e and velocities may be available at some de- 
finite locations, most often at the boundaries of the simulated do- 
main. Error criteria can be built on this limited infbrmation, which 
of course ~ m o t  be consid~-ed as good approximation for the norm 
associated with the entire domain. It must be emphasised that the 
best numerical choice in temls of these limited aitelia could pre- 
vent the use of a code that would give more valuable infcmlafion 
as a whole. We choose to define errors associated with this limited 
scope in a maimer similar to the definition proposed in Eq. ( 7 I. 

Some visual information may also be available (streamlines visu- 
alisafion), that could be used for comparison. Since distributed data 
are available fiom the numerical results, it is not difficult to per- 
form a semi-quantitative comparison between the observed fields 
and the computed ones�9 In the tilree test cases pres~lted in Sec. 4, 
such infommticil was not available, and we shall not discuss tiffs 
point fuiCher. 

Of course, computational requiremei~s, memory and CPU time, 
are important criteria that must be l<nown to engineers. Indications 
will be presented at the end of Sec. 4 in the synthesis of the tests 

c a s e s � 9  

Other criteria may involve very important problems such as: 

1. definition of tile bound~y ccilditiom, especially at tile itflet of 
tile donlam, 

2. hfformation required to lurl tile model, which may not be read- 
ily available, 

3. meshing of the studied domain. 

T E S T  C A S E S  

Three cases have been selected from litemblre, which cover the 

most relevant configurations in burner systems: 

�9 free jet. 

II1 order to minimize the influence of tile grid size, tile optimum 
mesh size has been determined for each configuration by perform- 
ing simulation with tile k-e model and power law izltelpolation. The 
number of nodes has been increased until convergence. 
1. Case  1: Free Jet 

The reference experimental data are tilose obtained by Moda- 
ress et al. [1982], when their primary jet is free of solids, using laser 
anemomeby. These results were chosen par@ because exFelmlen- 
tal ccildifions were given in a detailed manner so it was possible to 
carry out a numerical simulation. 
1-1. Experimental Conditions 

The experimental configuration is presented in Fig. 1. Air at a 
tenlperature of 3((~ K is izltroduced tin-ough an injector. The in- 
jector diameter is d and its length is long enough so a developed 
flow is obtained. The jet spreads within a cylinder, diameter D, to 
avoid sunounding pemabations. In Olx_lel to perfectly set the bound- 
ary conditions, the authors introduce a low velocity secondary stream. 
This coiffigtn-ation is representative of a classical injection within 
a combustion chambei: The geometrical characteristics as well as 
the flow characteristics measured atx 0.1 d are given in Table 1. 

Values of tile axial velocity have been measured along the axis, 
as well as its radial evolution at x/d 20 (x (I.4 m 1, within the self- 
similarity zone. 
1-2. Numerical Parametel~ 

The studied domain corresponds to an angular sector of 1 indian 

r ; . .  

b us 

m . . . . . . . . . . . . . . . . . . . . . . . .  @ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Uo i 

= 20 
J i 

�9 i 1 ' [  

Fig. 1. Characteristics for file experiment of Modaress et al. [1982]. 

Table 1. Characteristics of  Case 1 [Modaress et al., 1982] 

Injector diameter 
Diameter of the combustion chamber 
Velocity on the axis 

Profile o fprimary velocity 

Intensity of primary tarbul ence 

Secondary velocity 

Secondary intensity of turbulence 

d 0.02 m 

D=30d 

U0=13.4 m/s 
' ~ 1 7 6  

U0 

~c 0.04+0.1d 

U~=0.05 m/s 
g r  

0.1 
U= 
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with a:dal limits sfluated at x=O. I d and x=l  m. The 2D grid is a:ds- 
s3mm~etficaL with 20() 20 nodes. The axial direction con-estxxMs 
to half the chamber (D21 with 20 nodes, 4 nodes corresponding to 
half the tube (d/21. The grid has a variable mesh size along both 
directions. 

The boundary conditions used to simulate the jet consist in im- 
posing the profiles of the vdocity, turbulence kinetic energy and 
dissipatiort The first two quantities are taken from experimental 
data as explained in Table 1. For the enhance dissipation values, 
we used a length-scale, l, deduced fion~ the mi, dng lengtt~ l~+, as 
introduced by Leschziner and Rodi [1981 ]. This choice is tmsed on 
the fact that this turbulence model, initially proposed by Pmndtl, is 
efficient when modelling flow in pipes [Wilcox, 1994]. We have 

m k 3'~ 
=LvT-  I=0.551, C8) 

2~o ~ -~- =0.14 - 0.08(1 - =~ ) - 0.06 (1 - 2d--'Y) ~ (9) 

For modeUing the secondary flow at the inlet, the velocity, turbu- 
lence kinetic energy and dissipation are taken as constants. These 
constants are evaluated by assuming that the injector, because of its 
small dilnension, has no i~ffluence on the behaviour on the second- 
ary flow. 
1-3. Analytical Model 

In ttus evaluatio,~ we found it interesting to compare also with 
the theoretical results obtained by Craya and CYutet as referenced 
by Mo,mot [1978]. Their flee jet theory in itff'~ute atmosphere as- 
sumes that the fluid follows Euler's equations outside of the jet, and 
that the reduced velocity profile is independent of x in the self sim- 
ilmity regioz~ i.e., 

)'~\W~,;~I l lJ 1J Jli/////~/+;//,.;~.~;~: +~;~.~/ . . . . . . . . . . . . . . . . . .  
P ' \ \ ~ ' ~ i ! f f ~ l ;  ~ !l!i ~ m~ : \ ' : + ~ ' ~ ' ~ +  ... . . .  = ~ : ' ~  . . . . . . . .  i 

.~.zl ~. \~.\\',~',~," ,".~ ,~' ~" ~',',.\~,: ":~ ,':." - .- ,- .- ....................... , ,,,~..: 
i ~ <.- e / I H ~, 1 ~ \ \~,\\..~.-.,v--k%'%.~.. . . . . . . . . . . . .  

Fig. 2. Example of velocity vectors obtained by sinmlalion of Fl~e 
Jet. Couple Model/Scheme k-~/PowerLaw. Maximal re- 
pl~esented scale : 0.4 m/s. 

U(r,x)/Uo++(x) =t~ r/d) (10) 

1-4. Comparison with Experimental Data 
The velocity field obtained from the numerical simulations is 

presented in Fig. 2. The comparison between these results and the 
experimental and theoretical values is presented in Fig. 3. 
1-5. Discussion 

From the results in Fig. 2, we distinguish two important phenom- 
ena. The primary flow is driven by the secondary flow immediately 
at the entrance, and because of the small mass flow-rate carried by 
the secondary stream, recirculation occurs to achieve turbulence 
fi-iction. One would require that both the mass flow-rate of the re- 
circulated flow and the location of  the vortex be accurately pre- 
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Fig. 3. A:Oal and radial prof'de of axial velocity (Free Jet). 
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Fig. 4. Axial and radial profile of axial velocity evolution as a function of turbulence intensity in the Free Jet case (Model k-~ Scheme 
Power Law). 

dieted These specific data are not available. 
Following the methodology developed in paragraph 3, the ex- 

pelime~ltal profiles are compared to the results of the numerical sim- 
ulations, for the different turbulence models, and for a frxed inter- 
polation scheme. The results are shown on Fig. 3. They show that 
the numerical results are qualitatively correct. The axial evolution 
of the axial velocity features a zone where the flow can be consid- 
ered as laminar. Then, the velocity decreases because of the turbu- 
lent diffi~ion and dissipation. Ftrthennore, the Gaussian profile in 
the self-similarity region is correctly represented. 

Howevel; the exanfinaficil of specific points, even if no experi- 
mental data are available, shows that the predictions are not accu- 
rate. For example, the numerical models give different predictions 
for the length of  the potential region or the thicl, aless of  the jet. 

�9 Conclusion relative to the interpolation scheme: increasing file 
number of points involved in file intelpolafion scheme does not fi~-- 
nish any improvement in the behaviour of turbulence models. Indeed, 
they do not exhibit any sigmficant differences and no specific dis- 
traction will be made in the following analysis. 

�9 Conclusions to be sha~edby the three turNdem-e models: nei- 
ther of the tu-bulence models con-ectly represents the quantitative 
evolution of the axial velocity. This conclusion can be &awn for 
both the axial and the radial profile of axial velocity This is due to 
the relative overestimation of radial diffusion of momentum over 
a-dal one. For instance, there is a factor 2 difference between numeri- 
cal simulations at x 0.4 m on the axis and for the first order mod- 
els, and a factor 2.5 for the RSM model at the same location. 

�9 Conclusions to be shared N'  thef irst  order models." sonle work- 
ers [Berat, 1987; Launder and Spalding, 1974] have compensated 
the radial momentum ditf~sion overestimation decreasing the tur- 
bulence viscosity ff~-ongh a correlation between C~ and the width 
of the mixing zone, and also by decreasing the dissipation rate using 
a similar idea. In the re-circulating zone due to the confmemer~ 
the jumps observed at the node closest to the wall are due to the 
use of wall models; indeed, the positive value of wall shear stress 
obtained from turbulence kinetic energy, necessarily positive, is in- 
adequate at this location [Wilcox 1994]. 

�9 Conclusion relath'e to the k-e model: this model is the best in 

the estimation of the far longitudinal profile of axial velocity. This 
allows this model to be the best predictor of the radial velocity pro- 
file of axial velocity in the self-smlilafity region. Increasing turbu- 
lence intensity (defined as the ratio of the root mean square turbu- 
lent velocity fluctuations to the mean flow velocity ) at the inlet, and 
calculating the dissipation by using Eq. (81 and (91 leads to better 
simulaIioI1 results for the k-e model, as shown on Fig. 4. Tim em- 
phasises that the k-a model is more efficient at large Reynolds 
n u n l b e r .  

�9 Conclusion ,e lat iw to the R N G  k-e model: although no experi- 
m~xltal data available, ff-tis inodel seems to be the best for the pre- 
diction of the potential region because always closest from the ex- 
perimental value located at x = 0.1 m. 

�9 Cor~-lz~ion wlatfl~ to the R S M  model: it overestilnates the max- 
imum velocity of about 5% in the potential region, which is of phys- 
ical nonsense. Furthemlore, this model is the worst in the predic- 
tion of the lcilgitudinal dependence of the axial velocity. That is why 
we advise users to take extreme care in using this modal, within 
the free jet case and the Fluent TM environment. 

The best prediction for this particular configuration remains the 
analytical lnodel by Craya and Ctwtet {quoted by Meimot in 19781. 
This one e-daibits major improvements in the radial and axial dif- 
fusion of momentum 
2. Case 2: A Re-Circulating Flow Composed of Two Confined 
Co-Axia l  Jets wi th  Expans ion  

This more complex expeliment is destined to the study of tur- 
bulence biggered by two isothermal, confined, co-axial jets. The 
detailed experimental results of Habib and Wflittelaw [1983] have 
been selected for our numerical computations. 
2-1. Experimental Conditions 

The experilneiltal coiifiguvaticil is presented in Fig. 5. The two 
jets are supplied with air at ~ 3  K. The ratio between the maxmM 
velocity in the amulus and the ma:dmal velocity in the primary flow 
is equal to 3. The Reynolds numbers IR%=~d~/v, Re=U0d/v I that 
are calculated with these ma:dmum velocities are equal to 77500 
and 1851)), respectively. The upstream pipe lengths are such that 
the fully developed velocity profiles are well establishec[ The geo- 
metrical characteristics as well as the flow characteristics are given 
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Fig, 5. Characterislics of Habib and Wldtelaw experiment [1983]. 
Zoom on the grid near the inlets. 

in Table 2. 
Following the methodology developed in the previous case, the 

boundary conditions are e:~acted fi~om experimental dat~ We used 

Table 2. GcomOrical characteristics for  the  e x p c i t m m t  of  Habib 
et Whitelaw [1983] 

Interne (fiameter (primary flow) 
E~emal diameter (primary flow) 
Annulus d~ ameter 
Diameter 
Chamber length 

d=0.0161 m 
d,=0.0216 m 
d0=0.0445 m 
D=0.123 m 
L=0.595 m 

the values obtained by Dur~  an d Whitelaw [19 73] for the average 
axial velocity, the Reynolds slress tensor, and the dissipation in the 
primmy flow. The required values for the flow in the romulus were 
those published by Brighton and Jones [1964]. These profiles a-e 
presented in Fig. 6. 

Experimental values for the axial velocity are available for the 
axis. as well as radial profiles at x/do=1.73:~d~=4 and ~d~=6.26. 
2-2. Numerical Parameters 

The studied domain corresponds to an angular sector of 1 radian 
with axial limits situated at the outlet of  the injectors a n d x = l m .  
The ~ grid is axis-symme~caL with 200.20 nodes. The ~ial 
direction corresponds to half the chamber (D,~) with 19 nodes, 5 
nodes con-esponding to half the primary injector (d~,), 3 nodes for 
its thickness and 5 nodes we used for half the annulus. A zoom re- 
presenting the grid near the inlets is sketched on Fig. 5. 

The boundary conditions correspond to given axial velocity pm- 
fdes and turbulence kinetic energy profiles for the k~ and RNG k- 
s models, and Reynolds stress tensor profiles for the RSM model. 
The values used are the exp~-imental data presented in Fig. 6. The 
turbulence kinetic energy is calculatedfivm the normal component 
of the Reynolds stress tensor for the first order model. 
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2-3�9 Comparison with Experimental Data 
F~xperimental data and numerical results are comFared on Figs. 7 

and 8. The expe~lental data were obtained by using two different 
techniques: laser or hot wire anemometry. Even if'these tectmiques 
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are rather differenk they provide similar results ol~side re-circulat- 
ing zones (Figs. 7 and 81. 
2-4. Discussion 

Qualitatively and for the nine model/algorithm couples, the ~cdal 
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Fig. 9. Example at' vdodty vectors obtained by shnulafion of Con- 
fined Jet Couple ModeFSohemr RSM/Power Law. Maxi- 
malrepresented scal~ 53 m/s. 

evolution of the axial average velocity presented in Fig. 7 shows a 
good agreement between experiments and computations. Indeed. 
several features like (i) the decrease of  axial velocity by diffusion 
fi,om the primary to the secondary flow for ~,@< 1.8 (Fig. 9), (ii) 
its increase to amaximum ~ e r  mixing of  the twojcts, then (iii) its 
rapid decreasing are well represented. In addition, the radial pro- 
fries of the axial component of the average velocity within the mix- 
ing zone (Fig. 7) and upslream (Fig. 8) are similar to the experimen- 
tal profiles. 

�9 C o ~ r / ~ o n  relative to tke v r t c ~ o / ~ o n  ~herm: in the case of 
the confined co-axialjets, some differences arise shifting fixnn one 
algorithm to another. More precisely, the location o f  the axis min- 
imum veloc~y as well as the amplitude and position o f  the maxi- 
mum velodty are affected by the choice of the scheme (Fig. 7g This 
is particularly ~rue in the case of  the RSM model on the axis, and 
in the case of the RNG k-e model for the radial profile o f  axial ve- 
locity in the mixing zone (Fig. 7, ~d~=l. 73 ). However, far down- 
slre~n (Fig. 8), there are no significant differences in the use of  these 
algorithms. 

�9 Co~Ehezom m bc ~hamd by the tame t ~ r & ~ r e  , ~ d d ~ :  as in 
the case offi~ee jets, axial diffusion of momentum is underestimated 
in the mixing zone. This is illustrmed in Fig. 7 where one can see 
that all models underestimate the value of the axial veloc~y during 
its decrease and overestimate the width of  the maximum velodty 
peak. It is di~cuk to discuss the problem ofreck~-ulafing flows near 
the walls since laser and hot x~xe anemomelry do not give fimilar 
answers at these locations. Hot wire anemometry does not allow 
distinguishing recirculating flows, while laser anemomelry does 
provide such infonnation. The predictions given by the different 
numerical models are within the range of data provided by both 
experimental techniques, save in the neighbourhood of  the walls. 
Indeed. the use o f  wall fimctions in the numerical models leads to 
jumps that are not physical. 

�9 Conc/u~om to be ~h~md by the f l in t  order ~ d z / ~ :  both the 
k-e and the RNG k-r show limitations in the estimation of the m ~ -  
imum axial velocity along the axig Moreover, used with ~ func- 
tion~ the model leMs to unphysieal jumps near the wall (Figs. 7 
and 8). 

�9 c . ~ & ~ n  m / ~ :  to the k--~ . ~ / :  ~thin this ease study, this 
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model seems to be the ~ Indeed, both axial and radial profiles 
(mking zone, Fig. 7) e~ibit some limitations in the estimation of 
amplitude and position of ex'Wamum points Thus, we advise against 
its use in such a configuration. 

�9 C o ~ / u s ~ n  r d ~ r  to the FdVrTg ~-E rr~d~/: except apart from 
the axis maximum velocity location prediction, this model is the 
best suitable for this configuration. It always gives the best result 
for the radial profiles and for the longitudinal decrease of  axial ve- 
locity. 

�9 Com/u~,~n m / ~ e  to ~ F2~,Mrmdz/: this model may be used 
for the prediction of the maximum axial veloc~y on the axis, once 
coupled with ahigh order interpolation scheme. However, far down- 
slream alier the injectors, (Fig. 8, ~do=6.26), the RSM model does 
not predict any recirculating flow. This may lead to abad estima- 
tion of the attachment point in the combustion chamber and, in hot 
sirnulations, in bad heat ~ansfer computations at this point. 
3. Case 3: Swirling Flow (Swirler) 

This experiment is aimed at determining the flow characteristics 
after a swirling device. Such devices are essentially used in diffu- 
sion flame burners. The fluid affected by the swirl is the combus- 
tiv~ while the fuel is injected at the cenlre of the system. For the 
simulation, experimental results obtained by So et al. [1984] were 
used. We emphasise the fact that these flows are much more com- 
plicated than the flow encountered in the previous cases. This con- 
figaration has already been numerically simulated by Ohtsuka [1995], 
and Hogg and Leschziner [1989]. However, a comparison with these 
results is delicate since thdr munerical domain stats after the swirl- 
ing device. 
3-1. Experimental Conditions 

Fig. 10 shows a sketch of the experiment. Air is brought to the 
~vrler through a pipe with a diameter equal to D = 1 ~  mm at a tem - 
peraure equal to 293 K. The flow is axis-symmdxie Tmbulence is 
well developed since the Reynolds number is 5.49.104, which 
corresponds to an average velocity o f  6.8 m/s. 

The swMer is built of  15 blades (angle 6@) that do not touch the 
pipe axis. On this axis there is a chvular obstacle of 53 mm, which 
plays the role of a flane stabilising device like in industrial bum- 
erg The swirl number obtained at the outlet is equal to 2.25 [So et 
al., 1984]. This number is calculated fi'om the following fonnuh: 

, ~  

Fig, 10. Characteristics for the experiment of So and Mongia 
[1984]. 
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The central gas injector (closed in the case here) has a diameter 
equal to d=8.73 ram. 

The experimental data at our disposal are the radial profile of 
the axial end ckcumferential components of the average velocity 
at x /d=l :  x/d=5: ~d=lO.  
3-2. Numerical Parmn eters 

The grid is a 3D grid with 11.29.72 nodes in the I, J, K dkec- 

tions The axial limits of the domain are located at 3 cm upstream 
of the device, and40 cm downstream. This grid represents a l Y  h 

of the entke geometry. In order to decrease the computational re- 
qukements, we have used the symme~y of the system (Fig. 11). The 
boundmy conditions are limited to the akflow condtions in the pipe. 
Conditions lg:e in the fi~ejet case have been chosen, i.e., velocity 
profile, turbulence kinetic energy, md dissipation. The nomlal com- 
ponents of the Reynolds stress tensor are given the initial value 2/ 
3k when using the RSM model (isotropic turbulence). 
3-3. Comparison with Experimental Data 

Numerical predictions a-e compared to the exp~imental data in 

�9 . , , , ,  

i, ,, ' ~_'qr'~r~ i~.' ~.'hl~F ~ 

:. k::',m,~':d3 ~I .:cd r,',r ~'bx" 

Fig, 11. Geometry of revolution m~d geometry used for c o m p u t a l i o n s .  
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Fig. 13. Radial profiles of  axial and circumferential velocity (Swirler). 

Figs. 12 and 13. Because of failed convergence, the results with the 
Second Higher Order Scheme are not givei1 Tim may prevent tile 
use of this algorithm when solving for flows with high tangential 
strain. 
3-4. Discussion 

Qualitatively, all flow features near or far from the device are 
correctly captured by tile numerical smmlations (Figs�9 12 and 13 ). 
The forcing of the airflow near the wall by the stabilising disk is 

well represented (radial profile of the axial velocity). It is the same 
for tile solid behaviour in tile ce,ltre of tile cylinder and flee vortex 
behaviour near the wall (radial profile of the circumferential velocity 1. 

�9 Conc'h~s'ion relath,e to the interpolation scheme: whereas the k-e 
turbulence model is almost independent of the interpolation scheme, 
more soptmticated models are more affected by tile use of tile quick 
scheme�9 More precisely, near the swirler IFig. 121, the RNG k-~ 
and R S M  models give better predictions using such an algorithm. 
QuaiNtatively, a most interesting effect to be studied is the recircu- 
lation induced by the stabilising disk. This effect is very important 
when estilnating tile stability of flames. For instance, when consid- 
ering the radial evolution of the a:dal velocity close to the swirler, 
the skx numerical simulations indicate that the f ind  recirculates at 
tile radius conespanditg to lc~lgi~!i t~ projection of tile disk bound- 
ary Ir =0.(r26 m I. The flow-rate pai*icipating to this recirculation 
is more important for tile most  developed models IRNG, RSM I in 
tile case of tile Power Law scheme. Tim is tile inverse behaviotn- 
with the Quick scheme. Moreover, the use of  such a scheme leads 
to a better estimation of tile axial velocity near tile wall and near 

the swirler (Fig. 12 l, and to a better representation of  the solid body 
behaviour near the swirler when RNG k-e and RSM models are 
used. Nevertheless, because of the numerical instabilities arising, 
conclusions are dras t ic@ dift~rent far downstteam from the swirler 
(Fig. 13). 

�9 Conclusions to be shared by the th,ee turbulem-e modelx due 
to the complexity of tile physical phenc~nena associated with tile 
swirl~ the qualitative prediction of the swirl is not always realistic. 
For instance, the decrease in axial velocity as a function of the radius, 
far fi-om tile device IFig. 13 I, as predicted by  all tile models, is in 
contradiction with experimental results. Moreover, we are forced 
to observe tilat far fiorn tile swirling device, none of  tile models gives 
realistic simulations of the behaviour near the cylinder centre. The 
recirculating flows produced by the simulations are physically unre- 
alistic. As previously indicated, tile profiles of tile ~xthol-adial veloc- 
ity are qualitatively well reproduced. This is not true from a quan- 
titative point of view. None of the skx tested couples allows a cor- 
rect evaluation of the slope and m~r~imum value of the tangential 
velocity near or far from the device (Figs�9 12 and 13 I. 

�9 Conclusions" to be shared by thefirst order models- in tiffs con- 
figuration, where the swirl effect is dominant, there is not any con- 

clusion to be shared by the RNG k-s models. 
�9 Conclusion ~vlatg.'e to the k-e model: as previously quoted, in- 

creasing tile level of inteipolation does not significantly modify tile 
behaviou- of  tiffs model. Howevei, regarding tile radial profile of 

orthoradial velocity, it should be noted tilat tile k-e model should 
be coupled with the power  law scheme in swirl dominant flow. 

�9 Com'lus4on relath'e to the R N G  k-e modeb altilough t i ~  mcx]el 

Korean J. Chem. Eng.(Vol. 19, No. 1) 



38 F. Marias et al. 

t6:48 

14:24 

12:0r 

9;36 

7;12 

4:48 

Computational time (h) 
(PC 166MHz) 

~  

o:0o 
40 50 60 70 

Swider RSM 
Confined Jet RSM 
Free Jet RSM 

C~ Swiller k-~ 
O Confined Jet k - s  
,.~ Free Jet k - 

Fig. 14. Average error and computational lime. 

% 

A 

O 

Average error 
% 

80 90 100 I~0 

Swir)er RNG 
,~, Confined Jet RNG 
• Free Jet RNG 

Black background : PL Scheme 
Grey background : SHOS Scheme 
White background : Quick Scheme 

120 

is expected to give the more precise iifformalion in swirl domi- 
nated flow, there is no point, in this particular configuration where 
it increases the relevance of  file numerical estilnation. 

* C o n c h s i o n  relath'e to the RSA~ r model: coupled with the power 
law scheme, tiff turbulence model is the only one able to represent 
the amplitude of tile maximual of axial velocity (Figs. 12 and 13 ). 
Nevertheless, because of the bad prediction for the olChoradial ve- 
locity and of the numerical instabilities arising when used with an 
improved algorithm, tiffs advice is not to use this model in such a 
configuration. 
4. Analysis in Terms of Computational Time and Average 
Error 

Fig. 14 shows the results obtained with the different simulations 
in telms of  computational time and average elTOI: 

In the case of the free jet~ Fig. 14 does not bring additional in- 
formation since the retained average error goes fi-c~n 46 to 50.5~ 
depending on the configtrations. On the opposite, this figure shows 
an it~ieslmg l~sult about the cc~-nputatic~al time required for a good 
convergence. Witi~ tiffs criterion in nliIld, it seems that ti~e use of 
RSM model is not interesting if the imowledge of the Reynolds ten- 
sor at each grid point is not required. 

The pair,s relative to the co~fflned flow have been calculated fi~)m 
the expelm~ental data obtained by laser anemomet W, in order to 
be compatible witi~ other experiments. In this co~ffigta-ation, Fig. 
14 shows that the choice between the different models is trivial. As 
expected, the accuracy increases when increasing the compleMty 
of the turbulence model or when taking more accta-ate numerical 
schemes. Of course, the computational time increases accordingly, 
and accta-acy must be balanced against the use of large computer 
resources. 

In the case of the swirler, the accuracy cmmot be retained as a 
quantitative criterion. The average enor ,  on the cont~-ozy, seems to 
be more selective since the values obtained for the different num- 

January, 2002 

erical couples are between 62 and 115 ~ (Fig. 14). From fflis figure, 
it may be concluded that the accuracy of the predictions is improved 
when more acc~a-ate numerical schemes are used with the more elab- 
orated turbulence models. However, a simple numerical scheme 
is efficient with tile k-s model. Finally, it must be emphasised tilat 
tile criterion to be retained for tile choice between the RSM/Quick 
model and the k-e/Power Law model is the computational time. 
For a similar accuracy, the comput'_atic~lal thne for the RSM/Quick 
model is five times the computational tkne for tile k-e/Power Law 
model. Once again, it seems tilat second order models are not prac- 
tical, especially if the 1,alowledge of tile Reynolds stress tensor at 
each grid point is not required. 

CONCLUSION 

1. The study of tile different numerical results and tests cases al- 
lows us to conclude that all models give realistic behaviours, at least 
qualitatively. 

2. Qu~ltitatively, and for a given coiifigta-ation, the choice of the 
model/scheme pair depends on the particular point that is taken for 
tile analysis. None of tile models provide acceptable results for all 

the  cr i ter ia  that have been defined and testec[ 
3. The use of an average errc~- is not practical for tile engineei, 

since it docs not put tile e~nphasis on specific flow pl~)perties. How- 
ever, it gives a valuable criterion for comparing experimental data 
and numerical predictions for complex flows. 

4. For tile tested coiffigta-ations, tile choice of the interpolation 
scheme has not affected significantly the final results. The most stable 
scheme, i.e., the power law scheme, must be used preferentially. 

5. Computational times depend highly on the choice of the mod- 
eFscheme pair. W]lile the CPU tkne was less tilan 16 hours for all 
tested coiffigtwations, which is not very long, the user would ex- 
pect major ditficulty when using these tools for a real boiler with a 
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million nodes. In that case, the computational time would become 
the major issue, which would certainly preclude the use of file RSM 
model. However, one should remember that this model is the only 
one providing the Reynolds stress tensor values. In terms of the in- 
telpolation scheme, the power-law scheme leads in g~meM to smaller 
computational times. 

6. None of the models available in FLUENT tkave a universal 
applicability. There is no a priori indication that would tell the user 
what choice should be made. We believe that the engineer should 
run the different turbulence models on a particular case, and exh'act 
all relevant infbrmation from the obtained simulations. Of course, 
this conclusion is general and can be applied to all CFD pacPcages 
available, since they use the same turbulence-models. 

APPENDKX A: DISCRETIZATION PROCEDURES 

The power law interpolation scheme in Fluent computes the face 
value of a variable, 0, using the exact solution to a one-dimen- 
sional convection-diffusion equation, where the different parame- 
tei-s of the equations are assumed to be constalt over the studied 
cell. The result of  such an equation is: 

~(x)-00 exp Pc 1 

~ - ~ 0  - cxp(Pc) P e = P F  

In this last equation, % and 0z represent the value of 0 at the centre 
of two adjacent cells, and 0(x) stands for the required face value. 
Thus the face value depends upon the value of the Peclet number. 
Indeed, if'its value is far greater than 1, the value of 0 atx/2 is equal 
to its upstream value, and the power law scheme is nothing else 
than a first-order upwind scheme. 

In the case of the Second Cmder Upwind Interpolation and the 
face value is computed by using the value of the two upstream cell 

centre ( Oo and 0 1 ) : 

rAx_~ + 2 5 , .  A ,  

In dtis last equation, A,% and Ax0 represent the ctmractelistic size 
of  the two upstream cells. 

Finally, the Qaick Scheme uses the two upstream cell values and 
the downstream cell value to compute the desired face value: 

3 AxL 5,% 
d?(x) = ~ [ ~ O ? D  +A~ +AxL O?L] 

+ lfAx ~ +2A~ A ,  

APPENDLX B: WALL FUNCTIONS 

In this approach, the viscosity-affected inner region (viscous sub- 
layer and buffer layer) is not resolved k~k some functic~ts are used 
in order to link the solution variable at the first compntational cell 
to the correspondffg quai~ties on the wall. Basically, in our case, 
such functions have to include: 

�9 Laws of  file wall for mean velocity 
�9 Formulas for near wall turbulent quantities. 

These fractions mainly rely on the work of Launder and Spald- 
ing [1974]. The way this work has been used in the Fluent code is 
the following: 

The law of the wall for mean velocity (on the fnst computational 
node ) yields: 

Up 1 r -  (C ~e"2kp )~"2~ 
=~lr~_Eyp v 1 ,'4 1 , 2  c~ k~ 

In this last expression, ~ ,  and y~ are, respectively, the time-average 
velocity of the fluid at the computational point P and the distance 
of the point P from the wall. E is an empirical constant ( set to 9.0 
but can depend on the roughness of the wall) and v stands for the 
molecular viscosity of the fluid. 

The diffusion of  kinetic energy at the wall is set to zero: 

Ok ~ =0 

This yiel& the value of the idnetic energy 19 at the computational 
point R 

Finally the dissipation is computed by using the following rela- 
tion: 

~ = c~ , , "~  '-~ 

k~p 

NOMENCLATURE 

A 
C~ 
d 
d~ 
4 
D 
E 
k 
l 
L 
N 
r 

r 

S 

u', 
U 
u~ 

U~ 

U0 

V 
W 
X 

Y 

: area that allows the evaluation of the swirl number 
: constant as defined in Eq. ( 5 I 
: intelrlal diameter of the primary injector 
: hydraulic diameter of the annulus 
: internal diameter of the almular device 
: combustion chamber diameter 
: averaged error as defined by Eq. ( 7 
: ka-bulence kinetic energy 
: turbulence characteristic length scale 
: combustion chamber length 
: number of experimental data points 
: radial spatial co-ordinate 
: average radius 
: swirl number as defined in Eq. ( 1 I)) 
: instantaneous velocity 
: average velocity 
: velocity fluctuation 
: axial coraponent of the average velocity 
: ada l  component of  the madmurn average velocity in the 
primary duct 

: axial component of the avel-age velocity Oil file symraeby 
axis 

: axial component of the average velocity in the secondary 
duct 

: axial component of the average velocity on the symmetry 
axis at the inlet 

: average velocity vector 
: circumferential component of the average velocity 
: axial spatial co-ordinate 
: wall distance 

Korean J. Chem. Eng.(VoL 19, No. 1) 



40 E Marias et al. 

Greek Letters 
e : rate of dissipation of  the ~arbulence kinetic energy 
~,~ �9 expenlnental value of a physical quantity at a given point 
%~ : numerical value of a physical quantity at a given point 
~t : molecular viscosity 
~t~ : turbulent viscosity 
v : kinematics molecular viscosity 

p :density 
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